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Least Squares

β̂LS = arg minβ∈Rp ||Y− Xβ||22

Model selection through forward, backward, and all subsets regression, but
not convex
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Ridge Regression

β̂ridge,t = arg min||β||22≤t ||Y− Xβ||22 for any t ≥ 0.

Convex, but does not help with model selection

β̂ridge,λ = arg minβ ||Y− Xβ||22 + λ||β||22

Stable solutions
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Lasso

Lasso finds a middle ground in the penalization term that allows for model
selection and optimization

β̂lasso(λ) = arg minβ ||Y− Xβ||22 + λ||β||1
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Lasso

Lasso is powerful but has problems

For p > n, Lasso can select at most n features

Does poorly with highly correlated features

Not invariant to rescaling
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Non-negative Garrote

β̂NNG = arg minβ ||Y− Xβ||22 + 2λ
p∑

j=1

uj , subject to uj ≥ 0, j = 1, ..., p

β̂NNG = (u1β̂LS1 , ..., upβ̂LSp )T
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Non-negative Garrote

Stable solutions

Shrinks and eliminates predictors

Scale invariant

Better predictive accuracy than subsets, comparable to ridge
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Non-negative Garrote

NNG has its own problems

Requires OLS solution*, sensitive to standard OLS assumptions

Needs n > p

Not popular, no R package
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The End

Thank You!

Questions?
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NNG Theory

Piece-wise linear solution path

Path-consistent

Natural selection of tuning parameter: σ̂2, σ̂2ln(n)
2

MSE converges to 0.
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